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# **KNN Classification Model on MNIST data**

This Technical report provides details on how K- Nearest Neighbor (KNN) classification algorithm has been used to predict the value labels for MNIST (Modified National Institute of Standards and Technology) database for handwritten digits. We will discuss on steps like how the training dataset and the test dataset have been preprocessed before a model is fitted to predict the test data. We will also discuss on various Model evaluation metrics for the built KNN model to evaluate the performance of the final model.

**About the Data**

The MNIST database for handwritten digits has 4 datasets, two training files with one having 60,000 images of digits (from 0 to 9) which are of dimension 28 X 28 and the other file has the corresponding label for the images. The test set similarly has 10,000 images and labels in two files. In order to train a model on the images to predict the corresponding labels, they are pre-processed to an array of dimension (60000, 28\*28) with each image represented as a row in the array with 28\*28 columns. The test image file is converted to an array of dimension (10000, 28\*28)

**KNN Model**

According to Gopal (2019), the KNN algorithm is a supervised ML classification algorithm which is data-driven and does not make any assumptions about the model between the predictor and the predicted variable. This method extracts the similarity pattern existing among the training dataset and uses it to classify the test dataset.

The Algorithm of the KNN model’s algorithm can be given as follows: a) Load the data b) Initialize K to the chosen number of neighbors c) For the test data, calculate the distance between the training data and the test data. Once calculate the distance and the index is added to an ordered collection like an array d) The ordered collection is sorted in ascending based on the distance e) The first k entries are selected f) Out of the k entries the label with most number gets the highest vote and the data point is classified to the corresponding label.

In our model the training dataset is broken into two sets namely training (80%) and validation set (20%). This is to calculate the accuracy of the KNN model at different k –values. The KNN model is fitted using the python’s scikit-learn library function called KneighborsClassifier. The 80% of the training dataset is first used to train a fitted model. Then this model is used on the validation set (20% of training set) to calculated the accuracy. The model accuracy is calculated for values of K ranging from 1 to 9. It is noted that the model’s accuracy is highest for k=3 (accuracy at 97.5%) and the accuracy starts to drop when k value is increased beyond 3. Hence, we select our k value to be 3 to fit our test dataset.

In the model to fit the training dataset, as decided we use the k value as 3 and use the Euclidean distance to calculate the nearest points (p=2) for classification. Once the model is created, we use the predict function of the fitted model to predict the label classification of the test dataset. By running the classification\_report() function on the predicted outcome vs the original test label we can find the overall accuracy of the model (which is calculated at 97%) and the precision (Ratio of True Positive and Total Predicted Positive) and of each label being classified. From the report we can find that the precision of predicting the digit 8 based on the image input is the highest (99%) followed by digits 6 and 2 (96%).

**Euclidean Distance**

Euclidean distance is one of the distance metric which is a type of Data similarity measure to classify data based on distance. As mentioned earlier the KNN algorithm that we used to classify the test digits are grouped based on the Euclidean distance with the k nearest neighbors formed by the training dataset. The Euclidean distance dil , between two pints i and l according to the Gopal (2019) can be given as,

In our model the Euclidean distance and the k nearest neighbors can be calculated by one of methods of the knn model namely ‘kneighbors‘. This method when applied on the test data, will provide the corresponding k neighbors and the Euclidean distance between a data point in the test dataset to it’s corresponding k neighbors obtained from the training dataset. In our model we can see that the most popular neighbor when k =1 is 1, with 1221 votes and the least popular neighbor with k=1 is 5 with 893 votes. Also the most predicted value from the test dataset is 1 (with 1181 predictions) even though there are only 1135 images which represent 1 in the test dataset.

**Confusion Matrix**

Confusion matrix is one of the model evaluation tool used to evaluate the performance of a classification model. In our case we have used the confusion matrix to predict accuracy of the digits classified based. The confusion matrix for our model is built using the plot\_confusion\_matrix method from the scikit-learn package. The y-axis of the confusion matrix shows the original label values while the x-axis provides the value predicted by the model. The confusion matrix shows that the accuracy of each labels with 1 being the with 1132 data points correctly predicted out of the 1135. The diagonal element in the confusion matrix provides the total number of the data points that are correctly predicted. One of the biggest advantage of the confusion matrix in a classification model is that, we can predict the accuracy of each and every individual classes and this provides great insight on which classes may need additional features to predict the values right. From our confusion matrix we can see that the accuracy of all the labels are over 95%. The accuracy of any given labels can be calculated by finding the ratio between the correctly predict number of data (diagonal cell) to that of the total number of actual data for the given label (sum of the horizontal row for a label)

**The ROC Curve**

The Receiver Operator Curve (ROC) is an evaluation metric commonly used to evaluate binary classification model. In our model we have calculated the AUC (Area under the curve) for the overall model by using the predicted probability of the test data. By default ROC\_AUC will be calculated only for binary classifiers. In our case we have used an additional option in the function roc\_auc\_score called multi\_class and set the value as ‘ovr’ (one-vs-rest). In this was the auc of each class is computed against other class. We see that the AUC for the model is close to 1 (0.9924) which means the model is able to efficiently distinguish between the positive and negative classes accurately. The individual ROC-AUC is also calculated for each class by having the positive predicted probability of the test dataset as input. We can see all the labels have an AUC greater than 0.985.

Conclusion

This work is carried out to get a better understanding of the k- Nearest Neighbor classification algorithm and the MNIST imaged based digits dataset. In this report we discussed about the KNN model applied on MNIST digit images and portrayed our findings on the overall effectiveness of the model using different evaluation methods. The overall accuracy of the model is at 97% and the AUC for the overall model is at 0.9924, meaning the model is performing great in distinguishing between the positive and negative classes accurately. Also the error rate of the model is at the lowest for k=3 (at 3.12%) compared to other values of k.
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